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ORIGINS OF GWR 
Section 1 



Brunsdon, C., A.S. Fotheringham, and M.E. Charlton. 1996. Geographically Weighted Regression: 
A Method for Exploring Spatial Nonstationarity. Geographical Analysis 28 (4): 281-298. 

 



Brunsdon, C., A.S. Fotheringham, and M.E. Charlton. 1996. Geographically Weighted Regression: 
A Method for Exploring Spatial Nonstationarity. Geographical Analysis 28 (4): 281-298. 

 



GWR: A local regression model 

• GWR estimates an OLS-like regression for each 
feature 
– Analogous to other local/global statistics 

• Morans I vs Local Morans 
• Getis-Ord General G vs Getis-Ord Gi* 

• Designed to explore spatial nonstationarity in 
parameters 
– Nonstationary model, heterogeneous pattern  
– Spatial heterogeneity vs. spatial dependence 

• Key to the analysis: 
– Model development 
– Define the neighborhood 

 



The nature of local variation in 
statistical relationships 

 

1. Primacy of place 
a) Nonstationarity arises from intrinsic local differences  
b) Global statements of spatial behavior are not possible 
c) Raises additional questions: what defines a neighborhood? 
 

2. Model misspecification 
a) Apparent nonstationarity simply results from omitted variables 
b) When all sources of variability are included, the effect disappears 
c) Sampling bias? 

 
See also 

Fotheringham, A.S. and C. Brunsdon. 1999. Local forms of spatial analysis. Geographical 
Analysis 31 (4): 340-358. 

 
Fotheringham, A.S., C. Brunsdon, and M.E. Charlton. 2000. Quantitative geography: Perspectives 

on spatial data analysis. London: SAGE Publications 

 



CRITIQUES OF GWR 
Section 2 



Simulation results 

• GWR has not consistently differentiated between stationary 
and nonstationary data-generating processes 

• Multicollinearity in estimated coefficients may bias results 

• Unclear what tests can reliably diagnose model problems 

 

Simulation studies: 
Wheeler D, Tiefelsdorf M, 2005, "Multicollinearity and correlation among local 

regression coefficients in geographically weighted regression" Journal of 
Geographical Systems 7 (2) 161 - 187.  

 

Páez, A., S. Farber, and D. Wheeler. 2011. A simulation-based study of geographically 
weighted regression as a method for investigating spatially varying relationships. 
Environment and Planning A 43 (12): 2992 – 3010. 

 



“notoriously unreliable” 

Wrote GWR package (spgwr) in R 

http://r-sig-geo.2731867.n2.nabble.com/A-question-about-gwr-morantest-pvalue-td7292670.html 

R package spgwr: No standard errors and t-statistcs  
ArcGIS: includes standard errors, does not calculate t-statistics 
GWR4: includes both standard errors and t-statistics 

 



RESIDENTIAL LAND USE AND  
DAILY HOUSEHOLD WATER USE 

Section 3: An example in ArcGIS 10 





Candidate explanatory variables 
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Scatterplot matrix: 
USEFUL 

Geostatistical Analyst Toolbar: 

AWESOME 







Model development 
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the data 
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diagnostics 

Run GWR 
Compare 
models 
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Fit an OLS model 





A properly specified OLS model 
• Coefficients 

– Expected sign 
– Significant, p-value < 0.05 
– No multicollinearity (VIF) 
 

• Goodness of fit 
– Model significance F-statistic 
– Goodness of fit: R², AICc 
 

 
• Residuals ~ N (0, σ) 

– N: normally distributed  
• Jarque-Bera p-value > 0.05 

– 0: mean = zero 
– σ: constant variance  

• Breusch-Pagen p-value > 0.05  
 

• Residuals independent 
– Moran’s I p-value > 0.05 

 



Residuals 

Predicted values 
Residuals independent? 

No. 



What combination of variables makes 
a properly specified OLS model? 

7! = 5040 possible  models 
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Exploratory regression 

• Tests all possible combinations of explanatory variables  

• All candidate models tested against criteria for a 
properly specified OLS model 
– Includes Moran’s I on residuals 

• Spatial weights matrix 

• Summary statistics on candidate models: 
– Frequency of variable significance 

– Collinear explanatory variables 

– Models with highest goodness of fit 

– Models with normally distributed residuals 

– Models with spatially uncorrelated residuals 



Exploratory regression 

• Built into ArcGIS 10.1  

– Also new: Incremental Spatial Autocorrelation 

• Both tools available for ArcGIS 10.0 

– Supplementary Spatial Statistics toolbox 

– http://esriurl.com/spatialstats 

– Python is available, too. 

 

 

http://esriurl.com/spatialstats


Using Exploratory Regression in ArcGIS: 
Possible workflow 

1. Calculate Distance Band from Neighbor 
Count 

2. Incremental Spatial Autocorrelation 

– Bandwidth potentially useful for mapping clusters 

3. Generate Spatial Weights Matrix 

4. Exploratory Regression 

– Ordinary least squares regression 

– Geographically weighted regression 

 

 

Source: ESRI Spatial Statistics Best Practices 



Calculate distance band from Neighbor Count 
S T E P  1  



Calculate distance band from Neighbor Count 

Distance where all features  
have at least 1 neighbor 

S T E P  1  



Incremental Spatial Autocorrelation 
S T E P  2  



Incremental Spatial Autocorrelation 

Beginning 
distance is 

output from  
Step 1  

S T E P  2  



Incremental Spatial Autocorrelation 

Beginning 
distance is 

output from  
Step 1  

First peak in 
z-scores at 

~38,000 ft  

S T E P  2  



Generate spatial weights matrix 
S T E P  3  



Generate spatial weights matrix 

Input is the bandwidth  
from Step 2 

S T E P  3  



Generate spatial weights matrix 

Output is a 
.swm file  

Input is the bandwidth  
from Step 2 

S T E P  3  



Conceptualization of spatial 
relationships 

Fixed distance 
 

Zone of indifference 
 

Inverse distance 
 

http://resources.arcgis.com/en/help/main/10.1/index.html#//005p00000005000000 

S T E P  3  



Conceptualization of spatial 
relationships 

Delaunay  
Triangulation 

K nearest neighbors Polygon 
Contiguity 

See also: Space-time clustering, Grouping Analysis tool 

S T E P  3  



Exploratory regression 
S T E P  4  



Exploratory regression 
S T E P  4  

.swm file  



Exploratory regression 
S T E P  4  

.swm file  

Candidate 
explanatory 

variables 



Exploratory regression 
S T E P  4  

.swm file  

Min/max 
number of 
variables  

per model 

Significance 
test p-values 

Candidate 
explanatory 

variables 



Exploratory regression 
S T E P  4  

Passing models would be here 



Which diagnostic tests are not being passed? 

Exploratory regression 
S T E P  4  

Which variables are  
consistently significant? 



Exploratory regression 
S T E P  4  

Which models have normal residuals?  

Which models have spatially uncorrelated residuals?  



OLS regression: Estimated coefficients 

Y = 22.34 + 0.00025(BLDGVAL) + 0.00985(LOTAREA_M) – 0.008885(LOW_M) + error 



OLS regression: Residual normality 



OLS regression: Residual dependence 
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GWR: Setting kernel and bandwidth 



GWR: Output 

Full explanation of statistical output: 
http://resources.esri.com/help/9.3/arcgisdesktop/com/gp_toolref/spatial_statistics_tools/interpreting_gwr_results.htm 

http://resources.esri.com/help/9.3/arcgisdesktop/com/gp_toolref/spatial_statistics_tools/interpreting_gwr_results.htm
http://resources.esri.com/help/9.3/arcgisdesktop/com/gp_toolref/spatial_statistics_tools/interpreting_gwr_results.htm


GWR: Coefficient estimates 

Global: 0.000025 Global: 0.009847 Global: -0.008885 



GWR: Local R² 



GWR: Local multicollinearity 



GWR: Standardized residuals 
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How to compare models? 

• Compare with tables 
– Global OLS coefficient against distribution of GWR 

coefficients 
– Improvement in goodness of fit (R², AICc) 
– Improvement in residual diagnostics 

 

• ANOVA table to compare models 
– GWR4 outputs this automatically 
 

• Model validation? 
– Divide data into calibration and validation subsets.  
– Use prediction locations (under additional parameters) to 

compare predicted to observed 



Calibration and validation 

• Create random points 
– Contraining feature = input data 

• Selects a random subset of points from input data 
• Save as your validation dataset 

• Join random points back to input data 
– Select points that join, export points as validation 

dataset with attributes 
– Switch selection, export as calibration dataset 

• Run GWR on calibration dataset 
– Include validation dataset as Prediction Locations 
– Add explanatory variables in same order 



A few tips for GWR 

• Use only on a large dataset ( > 160 features) 

• Continuous variables with no NULL values 

• SEVERE MODEL DESIGN PROBLEMS 
– Local multicollinearity > 30 

• Center variables (subtracting out the mean) 

• Residuals still autocorrelated? 
– Try including a distance-based variable 

• E.g. Distance to urban center, major arterial 

• Geostatistical Analyst, Explore data, trend analysis may assist 
in selection 



New directions in GWR research 

• Flexible bandwidth 
– Why would we have a global bandwidth in a local model? 
– Allow each explanatory variable to have its own bandwidth 

• Nonlinear models 
• Non-Euclidean distance metrics 

– Manhattan distance, Network distance 
– Social, cost, aspatial ‘distance’ 

• Check out GWR4 for the following functionality: 
– Semiparametric model – some coefficients estimated 

globally, others locally 
– Poisson (for count data) or logistic (binary response) 
– Bisquare in addition to Gaussian kernel 
– Automatically compares OLS with GWR using ANOVA 



REFERENCES & RESOURCES 
Section 4 



Software 

GWR4 software (Forthingham, University of St Andrews) 
http://www.st-andrews.ac.uk/geoinformatics/gwr/gwr-software/ 

• GWR4 (free download)  

• Link to various R packages 

 

ESRI software 
http://esriurl.com/spatialstats 

• Spatial statistics toolbox (for < 10.1) with python code 

• Also, videos, tutorials, presentations, documentation 

 

http://www.st-andrews.ac.uk/geoinformatics/gwr/gwr-software/
http://www.st-andrews.ac.uk/geoinformatics/gwr/gwr-software/
http://www.st-andrews.ac.uk/geoinformatics/gwr/gwr-software/
http://www.st-andrews.ac.uk/geoinformatics/gwr/gwr-software/
http://www.st-andrews.ac.uk/geoinformatics/gwr/gwr-software/
http://esriurl.com/spatialstats
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